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Abstract 
Audio-media, such as radio and podcasts, are a vital means to en-
gage with global events, access education, or ofer entertainment. 
However, for people with complex communication needs, such as 
aphasia, there can be accessibility challenges. While accessibility 
research has largely focused on audiovisual media, little work has 
considered audio-media, particularly for users with complex com-
munication needs. To address this gap, we undertook six co-design 
workshops with 10 people with aphasia to re-imagine access to 
audio-media. We uncover how our co-designers perceive audio-
media as more than a tool, but a part of daily intimacies; shap-
ing social relationships and contributing to therapeutic recovery. 
Through a Research-through-Design process culminating in one 
low-fdelity and three high-fdelity technology probes that embody 
novel accessibility interventions, our fndings further challenge 
conventional approaches to audio-media accessibility and signal 
new directions for future design. 

CCS Concepts 
• Human-centered computing → Accessibility technologies; 
Empirical studies in accessibility; Accessibility theory, concepts and 
paradigms. 

Keywords 
Accessibility, audiovisual, media, aphasia, complex communication 
needs, envisioning, probes, prototype 

ACM Reference Format: 
Filip Bircanin, Alexandre Nevsky, Himaya Perera, Vaasvi Agarwal, Eunyeol 
Song, Madeline Cruice, and Timothy Neate. 2025. Sounds Accessible: En-
visioning Accessible Audio-Media Futures with People with Aphasia. In 
CHI Conference on Human Factors in Computing Systems (CHI ’25), April 
26–May 01, 2025, Yokohama, Japan. ACM, New York, NY, USA, 22 pages. 
https://doi.org/10.1145/3706598.3714000 

1 Introduction 
Audio-media is integral to the lives of many. A 2024 OFCOM (UK 
Ofce for Communication) report [71] highlights its importance 
– 92% of people in the UK listen to some form of audio content 
(e.g., radio, podcasts or audiobooks) at least once a week. Despite 
its ubiquity, accessibility in audio-media remains under-explored, 
leaving a signifcant gap in understanding how individuals with 
complex communication needs (CCNs) engage with auditory expe-
rience. Recognising that audio-media services serve public interests 
and beneft all audiences highlights the need to include people with 
CCNs in accessibility research and design of accessible interven-
tions. This is crucial not only to support their engagement, but 
also to challenge the ableist norms of speech fuency, articulation, 
and comprehension, particularly for people with communication 
impairments such as aphasia [70] – the community of focus in this 
work. 
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as captions and audio description respectively. Some recent work, 
however, has considered the needs of users with CCNs for audiovi-
sual media access [66, 67]. In contrast, research on accessibility in 
audio-only media remains sparse, focusing primarily on auditory 
impairments (e.g., [95, 96]). This focus often overlooks a crucial 
challenges: while accessibility to audio content is often framed in 
terms of listening, it must also address the cognitive and linguis-
tic demands of understanding. Ongoing developments – such as 
internet-delivered content with high potential for individualisation 
[2, 3] – ofer opportunities to bridge this gap and extend accessi-
bility to diverse audiences. However, despite the promise of these 
advancements, we still lack a clear understanding of how such in-
terventions can support users with CCNs and address their unique 
challenges. 

This paper explores accessible futures for people with apha-
sia and communication difculties. Existing technology, as Jones 
et al. [44] notes, fail to provide efcient access to podcasts, with 
interventions driven by market goals like shareability and listener 
expansion, sidelining accessibility. This market focus paradoxically 
limits user choice, shifting audio-media from a sanctuary of critical 
engagement [34] to a tool for audience profling and customisation. 
Audio media streaming platforms like BBC Sounds are shifting 
toward personalization and immersive content [12], yet remain 
overwhelming for some users, such as those with dyslexia [20], 
emphasising the need for accessibility that prioritizes inclusion 
over marketability. 

In this paper, we shift the focus to interventions that improve 
access to audio-media for people living with the language impair-
ment aphasia, ofering a novel perspective on how people with 
CCNs engage with and experience audio-media. Focusing on the 
experiential dimensions of audio-media, we aim to uncover how 
people with aphasia listen to and interact with these technologies 
in everyday life, highlighting the unique challenges and opportuni-
ties that arise in the context of audio-only formats. We address the 
following key research questions: (1) How can interventions be envi-
sioned to enhance the engagement and experience of audio-media for 
individuals living with aphasia, considering the community’s unique 
communication needs and the experiential dimensions of listening? 
and (2) What form should these interventions take to efectively inte-
grate with the everyday lives of people with aphasia?. Additionally, 
we explore the social dynamics of audio-media consumption and 
how these envisioned interventions might infuence and shape this 
experience. 

Our work contributes to a broader understanding of how peo-
ple with aphasia experience audio-media, providing insights into 
the barriers and opportunities that arise in these auditory inter-
actions. Through this lens, we envision new roles and functions 
for audio-media, proposing design directions that extend beyond 
traditional accessibility interventions to embrace the full spectrum 
of auditory experiences. As the frst study of its kind, it addresses 
the notable lack of research on audio-media use among people with 
aphasia – and more broadly, those with CCNs – broadening the 
scope of media accessibility beyond narrow interventions like cap-
tions. These interventions, which consider audio-media in general, 
and in particular on a long-spoken dialogue, aim to shape how 
the accessibility community’s focus on audio-media in relation to 

diverse communication needs. To this end, we ofer the following 
contributions: 

(1) A detailed exploration of the needs, experiences, and barri-
ers for people living with aphasia in the context of audio-
media consumption, providing new understandings of how 
these individuals engage with and perceive conventional and 
emerging audio technologies. 

(2) An exploration of new roles and functions for audio-media, 
highlighting the potential for our proposed tailored accessi-
bility interventions that align with the unique communica-
tion needs of people with aphasia. 

(3) Implications for design, ofering insights and recommenda-
tions on how to efectively create and implement accessibility 
interventions for audio-media that are both meaningful and 
accessible to individuals with aphasia, ensuring their full 
participation in auditory experiences. 

Through this research, we not only address the practicalities of 
designing for accessibility, but also describe three key directions for 
transforming audio-media: multi-representational enhancement 
(e.g., adding visual or textual aids), reformatting content to ofoad 
long-spoken formats (e.g., summarising or segmenting), and creat-
ing entirely new content tailored to specifc needs, such as aphasia-
friendly formats. Our exploratory approach emphasises the breadth 
of possibilities, envisioning new research directions, and encourag-
ing deeper exploration of scenarios where these interventions can 
enrich and redefne the auditory landscape. 

2 Foregrounding Accessible Audiovisual Media 
Research in HCI 

Screen-based media, audio-only media and social media have emerged 
as vital means of participation in contemporary life; ofering plat-
forms that extend far beyond mere communication. They form 
social threads that weave individuals into the fabric of the commu-
nity; fostering a sense of belonging and shared experience [99]. In 
the civic sphere, these media forms are not just informative but 
also transformative – equipping citizens with the tools to engage 
with the public discourse and cultivate a more active and informed 
citizenry [59, 101]. Culturally, audiovisual media serves a dual role; 
refecting the diverse societal values while simultaneously shaping 
and preserving the collective ideas, traditions and creative expres-
sions [69]. 

Over the last decade, there has been signifcant growth in ac-
cessibility research for audiovisual content resulting in new broad-
casting guidelines designed to enhance access for all viewers [82]. 
Historically, the discipline of Audiovisual Translation has dedicated 
considerable efort to addressing accessibility, with a substantial 
body of work focused on subtitling, dubbing, adaptations, voice-
overs, audio descriptions, sign interpreting, and respeaking [22]. 
This focus on accessibility has naturally extended into the feld of 
Human-Computer Interaction (HCI), where research and design 
eforts have primarily concentrated on technological solutions that 
include caption accessibility [49, 73, 80] and audio descriptions 
[46, 72]. While Mack et al. [56] reported a growing trend of accessi-
bility research in the HCI community, the trend within audiovisual 
HCI research has remained mostly focused on users with hearing 
and visual disabilities [68]. 
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Although much digital content consumption has shifted to more 
technologically capable platforms – e.g., TikTok [33, 81] or live-
streaming [40] – much of the existing research on audiovisual 
accessibility interventions remain centred around ‘conventional’ 
screen viewing [68]; ‘TV’ and its standard access supports (i.e., 
captions and audio description). The recent rise of content dis-
tributed through the internet – and the high customisability this 
implies – might enable novel accessibility interventions which meet 
any user’s needs. Further, advances in deep learning approaches 
and large language models (LLMs) might enable accessibility in-
terventions which support the needs of users with CCNs, such as 
through simplifed summarisation of video content [35], or through 
commercial-level summarisation capabilities 1. 

Finally, audio-media, even in the context of signifcant growth in 
podcasting and audiobooks, lags behind audiovisual media in terms 
of accessibility advancements [32]. Currently, audio access is often 
treated as an isolated component within audiovisual interventions, 
or treated as access to non-digital contexts and environments (i.e., 
[43]), and with only limited eforts made to address the unique 
needs of disabled audiences in audio-only formats. 

2.1 Audio-media Accessibility 
While radio continues to maintain its relevance in an era dominated 
by audiovisual media [97], its enduring presence is increasingly 
tangled with the resurgence of “listening” through its audiovisual 
components and the rise of new internet formats. Traditionally 
considered distinct from audiovisual media research and design, 
sound media – encompassing radio, podcasts, audiobooks and sim-
ilar, fast-growing formats [71] – have undergone a transformation, 
acquiring a new materiality that blurs the lines between sound and 
vision [13]. What was once a purely auditory experience now often 
includes visual elements. This evolution is exemplifed by BBC 1 
Radio, which in 2014 reached one million subscribers on YouTube, 
with cameras becoming a regular feature in radio studios. Common 
streaming platforms now ofer some visual element – e.g., Spotify’s 
Canvas2; short rolling videos which ofer a visual complement to 
music. This shift has initiated interest among researchers who are 
beginning to explore the accessibility of these transformed media 
landscapes [44]. 

To improve access to audio-media researchers have introduced 
various options for neurotypical audiences [44]; from podcast prop-
erties such as reliable and source-rich metadata [23, 32], acoustic 
features [100] and novel trajectory-based recommendations [11]. 
For example, the growing use of LLMs has further placed emphasis 
on summarisation, yet for non-accessibility purposes, such as to 
compose informative and catchy descriptions in text – i.e., [75], 
audio [44], or video format [94]. Despite this growing attention, 
much of the research remains focused on neurotypical users [21, 97], 
focusing largely on brand strategies and consumer interests. Lit-
tle engagement is directed toward understanding and improving 
accessibility for diverse audiences. 

Conventional radio, radio-on-demand, and podcasting – collec-
tively termed ‘soundwork’ [12] – have primarily been considered 

1https://summarize.ing for YouTube video summaries 
2Spotify Canvas: https://artists.spotify.com/en/canvas 

by accessibility research through the lens of hard-of-hearing audi-
ences. Within this stream of research, there are two main consider-
ations. First, the topic of audio enhancement, often explored under 
the umbrella of audio personalisation, has predominantly focused 
on improving audio quality and accessibility for hard-of-hearing 
audiences [86, 95]. This, relatively small, area of research has pre-
dominantly concentrated on the possibilities of remixing sounds, 
with key eforts aimed at allowing listeners to control noise dis-
ruptions, enable spatial sound separation, and enhance the clarity 
of audio. The second stream focuses on information access, im-
proving metadata attributes and textual representation, specifcally 
examining their availability and exploring ways to improve their 
visual presentation for hard-of-hearing listeners [23, 32]. While this 
research ofers valuable insights, expanding inclusion to a broader 
spectrum of users with disabilities – particularly those with CCNs 
– would open up a wealth of unexplored possibilities. 

2.2 Designing with People with Aphasia 
Aphasia is a language impairment that can afect a person’s read-
ing, writing, speaking, and listening abilities, often resulting from 
a stroke or other brain injury [41, 63]. The nature and severity 
of aphasia can vary greatly from person to person, which means 
that individuals living with aphasia may experience the same piece 
of audio-media in vastly diferent ways. However, it is important 
to recognise that aphasia does not impact a person’s intelligence, 
ability to form opinions, or problem-solving abilities, leaving cer-
tain cognitive capacities intact [91]. This distinction highlights the 
importance of developing assistive technologies that cater to the 
specifc communication challenges posed by individuals’ aphasia 
while respecting the cognitive and intellectual capabilities of these 
individuals. 

Designing and developing assistive technologies that genuinely 
address the accessibility needs of communities living with disabili-
ties requires the direct involvement of those who live with these 
challenges daily [7, 56, 62]. This is particularly crucial in areas 
with limited empirical research, such as auditory comprehension in 
people with aphasia -encompassing acoustic and phonemic process-
ing difculties [47]. It seems that these challenges may arise from 
various factors, including for example phoneme misperception, 
grammatical processing difculties, and working memory difcul-
ties [92]. As audio media continues to grow as a dominant mode 
of communication, ensuring its accessibility for individuals with 
aphasia is essential for equitable access to information and cultural 
participation. 

Participatory design (PD) has been successfully employed across 
various domains within HCI to involve diverse groups, including 
people who are deaf-blind [4], older adults [54], and individuals 
with dementia [53]. Similarly, in the realm of aphasia, co-design 
has informed the development of high-tech augmentative and al-
ternative communication aids [29, 45], assistive technologies for 
daily tasks [15, 62], and tools for engaging in artistic digital content 
creation [65, 89]. Aphasia often co-occurs with other post-stroke 
impairments, such as motor or cognitive challenges, further com-
plicating recruitment and active engagement in research activities. 
These complexities necessitate tailored approaches to PD, ensuring 
that the methods are accessible and meaningful for co-designers 

https://summarize.ing
https://artists.spotify.com/en/canvas
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with aphasia. Tasks should be concise and straightforward, with 
verbal instructions supplemented by accessible materials, including 
text, images, and verbal explanations [39, 83]. Probing for feedback 
rather than relying on think-aloud methods can reduce cognitive 
load and prevent fatigue, making the process more inclusive and 
efective. Using alternatives to standard language-based tasks com-
mon in PD can support co-designers in interacting with abstract 
ideas, such as through the use of tangible design language [98] or 
representative video clips [54]. 

3 Methodology 
In this section, we outline the overarching Research-through-Design 
(RtD) methodological approach that guided our project, comprising 
six workshop sessions. We provide an overview of the workshop 
structure, illustrating how each session naturally evolved from the 
previous one, shaped by the group dynamics, co-designer presence, 
and their evolving ideas. 

3.1 Research-through-Design 
This paper presents an exploratory study rooted in RtD [87], an 
approach for envisioning futures and exploring what the world 
could and should be. RtD combines design-led exploration of mate-
rials, scenarios, and concepts with refective practices that emerge 
through creating artefacts, services, and systems [36]. Unlike more 
artefact-centric methods, our use of RtD was inherently fexible and 
refexive [10], allowing for the continual re-framing of goals and 
situations throughout the co-design process [8]. Our methodology 
was not confned to a single artefact; instead, it evolved in response 
to the dynamics of the sessions, adapting to the co-designers’ in-
sights and needs [102]. This fexibility was key in enabling a truly 
co-designer driven process – ‘drifting by intention’ [48] – where 
the exploration of accessible audio-media interventions was contin-
ually informed by the lived experiences of those directly impacted. 
Leveraging RtD enabled us to generate a wide range of design pos-
sibilities, aligning with Zimmerman and Forlizzi [102]’s framing 
of RtD as producing knowledge that functions as ‘proposals rather 
than predictions’. 

3.2 Overview of the Workshop Sessions Guided 
by Research-through-Design 

Co-designers were recruited through Aphasia Re-Connect, an apha-
sia charity which provides activities and support. Our team was 
given a regular slot at the charity’s weekly drop-in sessions, al-
lowing us to integrate into co-designers’ routines. This relaxed 
environment let co-designers control the pace, taking breaks or 
pausing until the following week if needed. Of the ten co-designers 
involved, each session typically had around four, with attendance 
rotating. To ensure continuity, we updated absent co-designers on 
developments and began each session with a recap of key topics, 
presented on a fipchart to support memory retention and under-
standing. 

This section, supported by Table 2 (see Appendix), highlights the 
dynamic and evolving nature of the six workshop sessions. The frst 
three workshops embraced a broad, exploratory approach, aiming 
to uncover key challenges and user needs. Rather than adhering 

to a rigid plan, the sessions co-evolved with the group’s dynam-
ics, informed by weekly developments and real-time refections on 
emerging insights. Decisions were often made in hindsight, adapt-
ing fuidly to the co-designers’ priorities and the organic fow of 
discussions. Given the unexplored nature of this area, the rapid 
pace of the workshops, and the use of emerging technologies in 
our workshops (e.g., GenAI – for more detail see Section 4), we 
simultaneously explored and assessed the value of the interven-
tions as they were being designed. This iterative, refexive process 
generated actionable insights – generative knowledge – that ad-
dressed immediate accessibility needs while laying the groundwork 
for future design directions. 

Sessions were facilitated by two researchers experienced work-
ing with CCNs, with input from a speech and language therapist 
(SLT) at key points. As shown in Figure 1, the frst three sessions, 
following the double diamond model [31], focused on divergent 
thinking to generate a wide range of intervention ideas, including 
imaginative and ‘magic’ solutions [27, 30], with a shift toward con-
vergence starting in Session 3. In the fourth session, we introduced 
three high-fdelity technological probes, refning the discussion 
to more realistic and actionable design opportunities. By the ffth 
session, we presented a tangible low-fdelity radio mock-up (see Fig-
ure 2b) to instigate conversations about collective content creation 
and curation. 

The frst two workshops established a shared understanding of 
auditory needs and listening contexts, laying the groundwork for 
deeper inquiry and RtD. These exploratory discussions captured a 
wide range of experiences, setting the agenda for future sessions. 
However, it quickly became clear that abstract discussions, while 
insightful, lacked the grounding needed for deeper critique and 
refection. This realisation shaped Workshop 3, shifting the focus 
toward envisioning future possibilities. The creative momentum 
highlighted the need to move beyond conceptual dialogue to tan-
gible, accessible interventions. co-designers expressed a desire for 
concrete tools – something they could interact with and evaluate 
directly. This feedback led to the creation of high-fdelity probes, 
not as fnal solutions but as starting points to inspire ideation and 
meaningful discussions. This marked a pivotal moment, steering the 
workshops toward actionable, co-designer driven design pathways. 

The probes acted as catalysts for engagement, enabling co-designers 
to evaluate features like multimodality and pacing in practical terms. 
Designed to gather insights and spark inspiration, they embodied 
the idea of boundary objects, bridging imagination and reality to 
provoke refection and ideation [14, 98]. By presenting examples 
of automated transcripts, summarisation, and personalisation us-
ing generative AI tools, we showcased the potential of these tech-
nologies, expanding co-designers’ understanding of what could be 
achieved – concepts largely unfamiliar to our demographic. This 
approach minimised abstraction, giving co-designers concrete expe-
riences to envision accessible interventions with clarity – important 
for co-design with users with aphasia [98]. While probes were intro-
duced in Session 4, co-designers strongly advocated dedicating the 
next session to exploring a community-led initiative – a subject of 
considerable importance to them. This ensured that their vision of 
a collaborative, inclusive radio platform was not overshadowed by 
the focus on refning probes. By using a low-fdelity radio mockup, 
we created a symbolic framework to embed co-designer driven 
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Envisioning Audio Futures

Understanding Audio Needs
and Challenges

Understanding Audio Contexts
and Aspirations

Critiquing Audio
Intervention Probes

Designing Audio Experiences

Reflecting on Finalised
Interventions

W2 W3 W4 W5 W6W1

Exploring abstract sounds

Documenting auditory
challenges

Sound context exploration

Exploring existing and
mockup apps

Understanding listening
contexts and technologies

Understanding listening habits
and related challenges

Magic Radio Prompts

Envisioning qualities of radio -
angry, caring, accessible

Supported discussions around
sticky notes and flip chart

Physical radio mockup with
sticky notes

Imagining aphasia-friendly
audio content

Discussions around contexts
in which audio is listened to

Reflections on finalised
technology probes

Prioritisation of common
goals to discuss with
broadcasters

Future community-led
design mapping

AccioBook, a technology probe
which allows for controlling pace
of audio content

Simplico, a technology probe
which allows for reflective,
simplification and re-simplfication

Incluscribe, a technology probe
which allows for live multimodal
simplification

Figure 1: Process of co-design workshops, through the divergent thinking workshops (W1–W3), where the possibilities are 
explored, to the convergent workshops (W4–W6), where we begin to converge on envisioned solutions and refect on their 
implications. 

ideas, allowing for dynamic input and creative exploration. Work-
shop 5 became a bridge, honouring the group’s priorities while 
maintaining the study’s trajectory toward the deeper critique and 
synthesis planned for Workshop 6. 

Finally, Workshop 6 synthesised the insights and decisions from 
earlier sessions, revisiting the probes to solidify priorities for real-
world application. This iterative process emphasised the dynamic 
and responsive nature of the study, allowing its focus to co-evolve 
with the group’s needs. 

3.3 Co-Designers 
Building on the trust established through previous research, we 
fully informed them about this new project. They were allowed to 
ask questions and discuss their involvement with family and friends 
before providing informed consent, ensuring they understood the 
scope of their participation. This was all supported by an SLT. 

3.3.1 Recruitment. This project was conducted as part of a broader 
initiative on accessible media interventions for users with aphasia. 
The focus on audio-only formats emerged organically from informal 
conversations and interactions with individuals attending Apha-
sia Re-Connect outside the workshop sessions. These exchanges 
highlighted a signifcant unmet need, prompting the creation of an 
initial fyer to recruit co-designers for exploratory workshops. Re-
cruitment was intentionally inclusive, avoiding rigid classifcations 
like expressive or receptive aphasia (e.g., Broca’s or Wernicke’s – 
receptive vs. expressive difculties). With guidance from a seasoned 

SLT at the charity, bringing over 30 years of experience, we recog-
nise auditory processing challenges transcend traditional clinical 
categories. Clinicians acknowledge that disruptions in Broca’s areas 
can impact Wernicke’s functions and vice versa [79]. Such classif-
cations, while useful diagnostically, impose artifcial distinctions 
that fail to refect the dynamic realities of aphasia, particularly in 
auditory contexts. By focusing on co-designers’ lived experiences 
rather than rigid labels, we ensured the design of audio interven-
tions addressed the broad, interconnected spectrum of challenges 
people face. 

Following best practices [57], we conducted the sessions in a 
familiar and comfortable setting. Each session, lasting up to 1 hour 
and 45 minutes, took place in a dedicated room within an Aphasia 
Re-Connect charity, where co-designers were comfortably seated 
around a table, engaging with the material via a screen or white-
board – see Figure 7. In total, we recruited 10 co-designers – see 
Table 1. Each session was supported by an SLT involved at the 
centre, providing communication support, occasionally helping 
us to devise materials and deciding on the best approach. All co-
designers were fuent in English prior to their stroke, and none of 
the co-designers used augmentative and alternative communication 
in the workshops. The mean age of the co-designers was 67.7 years 
(SD = 10.71 years), refecting a moderate dispersion of ages within 
the group. The mean duration of aphasia among co-designers was 
8.9 years (SD = 4.13 years). 
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(a) Important design themes and intervention ideas 
from session 3 

(b) Portable radio mockup capturing community-led audio 
media initiative from session 5 

3.4 Data Analysis 
We adopted a qualitative descriptive approach, integrating elements 
of narrative inquiry [85], such as co-designers’ stories detailing 
their post-stroke media experience and identifying relevant design 
requirements. Co-design methods were employed to look into the 
nuanced aspects of post-stroke media experiences, specifcally to 
gain a comprehensive understanding of who the individuals are, 
their challenges and needs they encounter, and where these experi-
ences take place within their everyday lives. 

We conducted refexive thematic analysis [16] to gain insights 
into our co-designers experiences and consider how these insights 
could inform design of audio-media experiences. This approach 
was framed within a constructivist–interpretivist paradigm [25] 
exploring the experiences, interactions, and interpretations of in-
dividuals. The researchers were not objective observers but were 
actively engaged in interpreting and understanding perspectives in 
a collaborative manner. The research team held regular meetings to 
discuss and exchange notes, refecting on key topics and pain points 
while planning the next workshops. Data from W1–W3 was the-
matically analyzed, shaping the design and implementation of the 
probes introduced in W4. Following the completion of W4-W6, all 
fndings were synthesized through a fnal round of thematic analy-
sis, which informed the future directions presented to co-designers. 
This analysis was conducted manually using Miro, where data was 
iteratively coded, clustered into thematic categories, and visually 
mapped to identify accessibility challenges and co-designer driven 
insights. 

The data analysis involved identifying patterns and themes that 
emerge from co-designers’ narratives, always considering the con-
text of the co-designers’ own meanings and understandings. We 
looked for specifc instances of how co-designers made audio-media 
technology part of their everyday post-stroke life, to determine 
audio-media experience use in generationally and culturally spe-
cifc ways, and as part of the shifting ecology of media presence. 

The probes emerged as a cohesive synthesis of fndings from 
W1-W3, with each workshop building on insights from the previous 
one (see Table 2). For instance, the use of generative AI to create 

images and keywords highlighted the potential of automated acces-
sibility features – possibilities previously unfamiliar to co-designers. 
This approach aimed to demonstrate broader possibilities for ac-
cessibility in audio-media, focusing on understated yet impactful 
considerations. The synthesis was structured around three key prin-
ciples: (a) representing the multifaceted nature of audio listening 
by assigning diverse roles to media (e.g., enhancing communica-
tion potential); (b) addressing the lack of structured research in 
this domain, often driven by anecdotal insights (e.g., [44]); and 
(c) emphasising simple yet vital accessibility tweaks identifed by 
co-designers as crucial. For example, temporal accessibility inter-
ventions were explored to reduce cognitive efort, helping users 
overcome barriers to meaningful engagement with audio-media. 

4 Resulting Technology Probes 
Based on prior workshop fndings (see Table 2, we deployed three 
technology probes in both Sessions 4 and 6. For ease of reading, we 
present the fnal versions of these prototypes (e.g., those in Session 
6) here in isolation, before discussing the fndings, from which they 
were borne and shaped. 

AccioBook, presented in Figure 3, was developed as a result of our 
co-designers’ desire to manage the pace at which audio content was 
presented. AccioBook allows users to control the pace at which spo-
ken content is delivered, complemented with AI-generated visuals 
of ongoing events. AccioBook takes the form of an iOS audiobook 
app, deployed on iPhone. The front-end developed was developed 
as a native Swift app, with a Django back-end. The Librosa Python 
library was used for segmenting the audio; segmenting by bins of 
< 40 dB. Synchronisation of the story’s text (from Project Guten-
berg) was done via Google’s Cloud’s Speech-to-Text, and images 
were generated with DALL-E 3. The content used in AccioBook 
was an audiobook of Oscar Wilde’s ‘The Canterville Ghost’. 

Simplico, presented in Figure 4, was developed as a result of our 
co-designers’ wish for comprehension support at points where they 
experienced challenges understanding the content. A 15-second 
summary is provided throughout the audio playing, but the key 
features allow for the simplifcation and the re-simplifcation of 

https://www.gutenberg.org/
https://www.gutenberg.org/
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Table 1: List of co-designers in the workshops, along with demographic data and communication challenges. ASR provides an 
index of the severity of the aphasia from 0 (speech, writing and/or auditory comprehension are not functional) to 4 (Although 
the individual feels that they have a problem with language, this is barely apparent to the listener who may not detect any 
problem) 

Name 
(attendance) 

Age Years w/ 
aphasia 

Aphasia Severity Communication challenges 

Nancy (1–6) 85 6 ASR: 4 – High level, mild 
aphasia 

When tired, fnding and expressing words can be tricky. 
Reading and writing similarly. 

Chris (1–6) 52 12 ASR: 4 – High level, mild 
aphasia 

Word fnding and greater difculty expressing longer or 
more complex ideas. Reading and writing limited. Following 
conversation in very noisy, fast environments can be more 
challenging. 

Nathan (1–6) 57 14 ASR: 3 – Receptive and 
expressive aphasia 

Word fnding difculty. Understanding is more difcult in 
crowded or fast paced circumstances. 

Nick (5, 6) 65 14 ASR: 4 – High level, mild 
aphasia 

Fatigue can hamper expression reading and writing. 

Sava (5) 78 1 ASR: 4 – High level, mild 
aphasia 

Occasionally slower than before her stroke, occasional word 
fnding difculty. 

Joely (1–3, 6) 62 13 ASR: 2 – Receptive and 
expressive aphasia 

Marked word fnding difculty with problems formulating 
sentences. Following conversation in very noisy, fast 
environments can be more challenging. 

Eliot (1, 2) 74 6 ASR: 2 – Moderate 
receptive and expressive 
aphasia 

Difculty reading and fnding the right words and expressing 
more complex ideas. Following conversation in very noisy, fast 
environments can be more challenging. 

Vanessa (3) 77 7 ASR: 2 – Receptive and 
expressive aphasia 

Severe aphasia reduced to limited one-word utterances. Uses 
written word to communicate her ideas. Comprehension 
requires support through rephrasing slowed speech, pausing 
and written word. 

Ethan (1) 54 10 ASR: 2 – Receptive and 
expressive aphasia 

Marked word fnding and problems putting words together. 
Understanding is more difcult in crowded or fast paced 
environments. 

Adam (6) 73 6 ASR: 3 – Receptive and 
expressive aphasia 

Can communicate verbally but it can be difcult to fnd the 
right words. It can be difcult to follow what people are saying. 
Can feel confused and have memory issues. 

content to allow the user to pause and support their comprehension. 
Simplico allows for multiple iterations of simplifcation, from a 
‘Grade 10’ to less than a ‘Grade 4’ reading age. Simplico also allows 
for alternative representations such as keywords, emoji and AI-
generated images. Simplico was implemented as a web application, 
with a Python back-end and ran on a laptop. Speech recognition of 
the audio content was accomplished with the SpeechRecognition 
Python library. Simplifcation requests were accomplished with 
OpenAI’s API for ChatGPT-4 for text, images and emoji – e.g., with 
the prompt “summarise this description with 4 emojis”. The content 
used in Simplico was an audiobook of ‘Little Women’ by Louisa 
May Alcott. 

IncluScribe, presented in Figure 5, was developed as a result of 
our co-designers’ wish to have additional modalities to complement 
audio content, with an aim of enhancing comprehension without 
interfering with the audio experience. Similar to Simplico, a live 
updating summary is provided, but IncluScribe also aford ‘live’ vi-
suals which summarise the content and update at a regular interval. 
The user is able to choose the time threshold for the update (e.g., the 
last 10% of audio). IncluScribe was implemented as a web applica-
tion and run on a laptop, using the React framework. Similarly, the 
OpenAI API was used for image generation and text summarisation. 
Prompts for summarisation/generation included “Summarise the 
given text to make understandable for someone with aphasia. Maxi-
mum number of sentences should be 3 and maximum words in each 
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Figure 3: ‘AccioBook’ technology probe. The AccioBook technology probe supports users in controlling the pace of the audio 
content. The interface allows for its text to be displayed (a) and enables an ‘add pause’ feature, which segments the audio into 
chunks, denoted by red parts of the audio waveform in (b), and enables the user to choose a time of pause between speech 
(between 1 and 5 seconds), using the ‘add pause’ button (c), fnally an AI-generated visual representation of the scene is also 
provided (d). The key for interface controls is shown in (e), including a ‘rewind’ feature which returns to the beginning of the 
current segment or goes back through previous segments. 

sentence should be 8”. In all cases, prompts were based on aphasia 
literature on ‘aphasia-friendly’ content (e.g., [77, 84]) and on trial 
and error with the ChatGPT chatbot interface. The content used 
in IncluScribe was David Attenborough’s ‘Frozen Planet’ and the 
audiobook of ‘The Magic Shop’, by H.G. Wells. 

5 Findings 
The fndings presented here are a synthesis of insights from all six 
co-design sessions. Instead of focusing solely on the technology 
probes and radio mockup, we compiled overarching themes that 
emerged throughout the process (see Figure 6). While we aimed 
to capture an equal distribution of co-designers’ views, this was 
not always possible due to varying attendance. Certain individuals 
feature more prominently – i.e., three co-designers attending all six 
sessions. This approach nonetheless provides a broad perspective 
on the challenges, opportunities, and emotional connections with 

audio-media, highlighting peoples’ unique needs and visions for 
the future. While certain themes overlap – such as temporal access, 
cognitive load, and multimodal enhancement – we fnd it essential 
to consider each separately. Each ofers distinct elements signifcant 
enough to warrant individual attention. 

5.1 Temporal Audio Access 
Simplico and IncluScribe were designed to embody key ideas from 
the early co-design sessions, focusing on two central concepts: asyn-
chronous support, which encouraged refective interaction with 
the audio-media content, and synchronous interventions, designed 
to appear in real-time alongside the content. While certain features, 
such as image generation, overlapped between the two probes, each 
maintained distinct contextual meaning based on its specifc in-
teraction model. This careful balancing of temporal accessibility 
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Figure 4: ‘Simplico’ technology probe. Simplico enables users to simplify moments in audio they fnd challenging. Users 
are provided with an updating summary (a) to orient themselves, but may also pause and simplify: (b) shows the direct 
transcript, allowing them to simplify further keywords, which are underlined; (c) allows for further simplifcation and keyword 
highlighting; then (d) fnally allows for emoji or visual representations of the keywords highlighted by the simplifcation. 

a

b

c d

Figure 5: ‘IncluScribe’ technology probe. IncluScribe focuses on access to live audio. The main UI is shown in (a). A live, updating 
summary is shown below (b). The user is able to select how much of the previously listened content is summarised by pressing 
buttons ranging from 5% to 100% (c), fnally users can access visual representations of keywords for further support (d). 

allowed us to explore the nuances of how co-designers would like 5.1.1 Sequential Processing and Reorientation. Our co-designers 
to engaged with audio-media. frequently surfaced the challenge of centring themselves within 
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Figure 6: The main themes and sub-themes that emerged 
from the data analysis, along with the main takeaways from 
the six workshops. 

stories in complex auditory environments, particularly when faced 
with long streams of continuous speech, such as in audio dramas 
or any long-form auditory content (i.e., audiobooks). The difculty 
in processing connected speech often led to a disorienting sense of 
being lost within the narrative. When discussing Simplico’s simpli-
fcation and IncluScribe summarisation feature, Nancy proposed 
an idea centred on the sequencing of audio narratives, express-
ing, “I like positioning myself ”. After her stroke, she encountered 
a specifc problem with discourse recovery – struggling to deter-
mine the sequence of events. She would often lose her way in the 
narrative, unable to clearly demarcate the beginning, middle, or 
end of the radio story. This challenge was echoed by Chris and 
Nathan, highlighting a need to maintain a narrative continuity and 
reorientation of complex auditory content – i.e., pause, simplify, 
and refect features ofered by all three probes. 

“I listened to a radio program about the democratic, the 
demo...crat [Nancy encounters a blockage, struggling 
to recall the word but continues despite the difculty], 
where Harris was endorsed. ‘You can see me having a 
difculty now’. And if I tell the story now, I have the 
difculty in putting them in sequence. Sometimes I do 
mindmaps as branches of a tree and then various pieces 
coming of [referring to the method she uses to visually 
organise information]. (Kamala was endorsed, what is 
Biden’s role in the speech). It is all sequenced. I presented 
people with mind maps and my personal problem and 
they say we quite like that. It is quite simple.” 

Nancy’s insight resonated with others, sparking refection on the 
difculties of navigating speech and the associated challenges – 
i.e., short-term memory retrieval. As discussions unfolded in Work-
shop 3, co-designers began to articulate how these struggles are 
intricately tied to the experience of listening. Chris, in particular, 
spoke of the once vivid memories that now seemed to have lost 
their potency, no longer anchored by the words that used to evoke 
them. Chris expressed this by saying, “You know there is something 
happened, something very important, but you forget. You do not know 
where to go, because it is a short-term memory loss”. 

This recognition of feeling adrift in the auditory landscape sug-
gests the need for tools that could help listeners regain their bear-
ings on their own time. The ‘smart rewind’ feature in AccioBook 
was inspired by this. It became particularly signifcant, as Chris 
emphasised the value of being able to “re-listen, go back to it for 
whatever reason,” highlighting the importance of features that allow 
individuals to reorient themselves within the fow of conversation 
and information. Specifcally, co-designers discussed the potential 
of the IncluScribe that uses sliders instead of buttons in Workshop 
4 to navigate and segment the storyline by choice, ofering a more 
intuitive way to manage and revisit complex auditory content. How-
ever, in Workshop 6 buttons were preferred over sliders due to easy 
operation – some people had a problem with fne motor movement. 
The value of this feature was also seen as signifcant; with an intent 
to shorten to content and split up the narrative such that it can 
be listened to in segments allowing for rest and respite – “Some 
people don’t have an ability to remember” (Eliot) or “Refresh, refresh, 
refresh-ment ” (Chris). 

The frst time Nancy introduced the idea of mindmaps in Work-
shop 2 and 3, the others took it with a grain of salt. However, by 
Workshop 6 the conversation shifted when Nancy brought in a tan-
gible map she created herself compiling information from diferent 
radio programs (see Figure 8). This visual tool, used regularly by 
her sparked interest. For the frst time, other group members began 
to see its potential. Nick and Chris, in particular, highlighted its 
relevance for more complex topics like governance, politics and 
voting. Chris shared an example from the news about an upcoming 
podcast “There’s going to be a podcast about easy, easy, easy gover-
nance – it’ll be idiot-proof ” – a concept he felt could beneft from a 
visual aid. Nick agreed, adding – “It’s like a tree, that’s what we need” 
– emphasising the value of this approach for clarifying intricate 
subjects. 

5.1.2 Pacing and Pausing for Comprehension. Many of our co-
designers exhibited signs of apraxia – difculty in speech artic-
ulation – and anomia – challenges in naming objects – but their 
need for time in conversation extended well beyond the act of speak-
ing. It also encompassed the crucial time needed to fully understand 
and process the communication being directed at them. This dual 
need for time, both to articulate and to comprehend, inspired a 
compelling accessibility vision to slow the pace of speech, incorpo-
rating deliberate pauses between words or sentences. These pauses, 
particularly after more complex phrases and “long words” (Chris), 
would ofer individuals the necessary space to grasp the content 
more efectively. Reacting to AccioBook 3 Nancy noted, “this is 
very good...,” highlighting the impact this feature could have on her 
listening experience. Chris echoed this appreciation, emphasising 
that these intentional pauses would greatly enhance their ability 
to engage with and truly understand audio content. Most people 
emphasised the importance of pacing, where the rhythm of speech 
can be tailored to their cognitive needs. This was already present 
in their daily audio-media routines as Nancy states “I listen to BBC 
Sounds, because I can relisten”. Nick too would repeatedly indulge 
in ‘The Hitchhiker’s Guide to the Galaxy’ available to him in an 
audio format. 

However, presenting AccioBook probe led to an interesting dis-
cussion. Nathan warned about a risk of long prolongation in the 
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Figure 7: Picture from a session, with co-designers listening to audio from a technology probe from the laptop. 

face of forgetting “It can be confusing, trying to remember last thing 
said. But then you do and you lost where you are”. Nick, yet, said 
“this is better than going back in time, if you can, to go back. to where 
you lost the plot” while Chris insisted that this can be “patronising” 
if the pause is lengthy. Adam added that “I found have found to be 
very useful when I frst started my reading and understanding. This 
has brought up something in me, I haven’t read a book since I’ve had 
stroke which was six years ago”. This implied that when interacting 
with AccioBook a need for better control mechanisms is needed. For 
instance, two co-designers favoured control over the use of pauses 
and timetag annotations. In particular, Chris suggested to annotate 
the audio content over the course of an episode or radio program. 
Also an automated system was suggested by Nick suggesting a 
goal-directed system to tag the content. 

5.1.3 A Mindful Act of Auditory Navigation – The Efort of Listen-
ing. For people with aphasia, the efort required to communicate 
and understand is not something to be shied away from; it is an 
integral part of their daily experience – i.e., communication cards 
that provide basic personal information as seen with Nathan, or to 
use written and drawn lexical support, as Vanessa did, who could 
only verbalise two words. These strategies are not just practical 
but essential in daily interactions. For instance, when visiting a GP, 
people bring pre-prepared speech cards to articulate their symp-
toms – an adaptation that has become a routine part of their lives 
[28]. 

To facilitate this, co-designers emphasised the need for struc-
tured audio-media support, such as having a schedule or introduc-
tory materials that prepare them for what they are about to listen 
to. Nancy evoked the value of curation “It is a schedule that would 
help you,” highlighting the value of preparation to make the audio 
experience more accessible and meaningful. 

Chris explained why it is important to actively engage “If some-
body is telling me something and I don’t understand, I’m not going to 
just say good and smile. No, I don’t understand. Point. And they could 
be using big words, but I’m not going to say, OK, OK, that’s good. 
No, I don’t understand. I need it straight. I don’t understand”. This 

insistence on clarity over complacency illuminates the importance 
of reducing confusion and ensuring that communication is efective 
and transparent. 

Some co-designers were willing to make trade-ofs – between 
immersing themselves in the atmosphere of the story and a com-
plete understanding of the plot. For example, Joely expressed this by 
leaving out the time to listen to the story of ‘Little Women’ for a bit 
longer before Simplico’s output and IncluScribe’s summary, stating 
“I like the summary as you go more into it” referencing to extend the 
listening even at the cost of not understanding everything. 

Researcher: “There are two types of summary here, 
one is beforehand, before even listening, to get to know 
the characters and the plot. And the other is getting 
the summary as you go along without giving you the 
information prior to listening. So which one do you 
prefer more, the one where you have the summary before 
you start listening, or as you go you decide on the length 
of the summary and the level of information that you 
want to have? [alluding to the ’Little Women’]”. Adam: 
“For me, it would be the second.” Joely: “Yes”. Nathan: 
“Yes, the second one”. Nathan: “Joely, did you get it from 
the summary?” Joely: “Yep, yep!”. 

However, while the novelty of certain content and stories sparked 
excitement, co-designers still valued having prior contextual under-
standing, especially when dealing with more challenging content. 
This feature needed to be individually tailored, considering factors 
such as previous familiarity – “Little Women is a widely regarded 
book, most young girls in our time have read this book.” The com-
plexity of narratives with numerous characters, events spanning 
diferent eras, and varied contexts highlighted the importance of 
this preparation. 

5.2 Multimodal Enhancements 
We discuss the transformative potential of integrating visual and 
interactive elements into audio-media. These multimodal enhance-
ments can profoundly enrich the listening experience for people 
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Figure 8: A handwritten mindmap created by Nancy about the Conservative Party in the UK 

with aphasia. Through the seamless blending of visual augmen-
tation with interactive technologies like text-to-speech or voice 
activation, we will illustrate how these interventions reinforce com-
prehension but also empower listeners to engage independently 
with the audio content. While our fndings highlight a variety of 
accessible interventions, we intentionally place emphasis on the 
visual elements, recognising the signifcant role these elements play 
in bridging the gap between hearing and understanding. 

5.2.1 Visual Augmentation. While audio is central, co-designers 
also recognised the value of visual aids in reinforcing spoken con-
tent. co-designers with aphasia expressed a clear desire for com-
pensatory strategies that would enhance their understanding of 
spoken content. While our live captioning feature, which includes 
live transcripts and captions for radio (see IncluScribe, Figure 5), 
showed considerable promise, the co-designers emphasised the 
need for further refnement. 

As Chris thoughtfully suggested, “Could you underline the words, 
can you highlight it? Even with the keywords that the app ofers, 
it would be good to highlight the words as they speak along.” This 
visual reinforcement was seen as particularly benefcial within a 
caption system for radio, where, as Chris noted, “if you are stuck 
on the word, it would help”. This feature captured by IncluScribe 
was then ofered in our next iteration and presented in Workshop 
6 confrming again its value for the community. “We need a Kindle 
for radio,” as Nancy, Chris, and Nathan envisioned it, a tool that 
will merge the auditory experience with visual support, much like 
the Kindle text-to-speech feature. 

Most of our co-designers were older adults who had encoun-
tered discussions about generative AI through mainstream media, 
yet had little understanding of its functions. The revelation that 
IncluScribe can generate images, synchronously, capable of inte-
grating visual elements into everyday radio content was met with 

surprise. This sparked a discussion about how such images should 
be presented and what their implications might be for people with 
aphasia. Nathan and Chris dismissed the use of emojis, viewing 
them as largely inefective beyond the most basic expressions “With 
these new emojis you need a dictionary” (Chris). However, this was 
not universally shared, and the conversation quickly expanded into 
a broader debate about the appropriateness of diferent types of im-
ages for people with aphasia. Nancy was particularly adamant that 
cartoon images could be of signifcant value, as they clearly depict 
meaning in a simple, less overwhelming way. She acknowledged 
that some might view this approach as patronising or childish, even 
potentially ofensive, but she ofered a poignant perspective: “And I 
understand that, but on the other hand, you are a child learning to 
speak again. It is very difcult, and I have no problem with that.” 

The image accuracy emerged as crucial for our co-designers, un-
derscoring the potential usefulness of this feature. As they listened 
together to Simplico’s audio content of ‘Little Women,’ three images 
were generated alongside respective keywords. Refecting on the 
results, Nick muses with a burst of laughter, “When I think of Little 
Women, I don’t think of that image!”. Adam and Nancy chimed in 
with a suggestion, proposing that the images could be improved by 
drawing from the vast array of existing book illustrations, partic-
ularly for such a well-known title, leveraging already established 
datasets “You could use the images from the movies, a lots of flms 
were made about it” (Nancy). More so, Adam was puzzled by why 
the images simply capture the atmosphere of olden times “what is 
been, beeeen [prolonged], you’ve told me that book, was written in 
1800s and the pictures in my head do not”. They took it even further, 
adopting a meticulous approach to the importance of image details; 
“A picture is worth 1,000 words, isn’t it,” Nick remarked. Others were 
quick to point out specifc aspects of images that were critical for 
understanding, noting, how attention to such details how, for them, 
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every element of an image carried meaning. Commenting on the 
images generated by Simplico Nancy added “Even the shoes, it is 
not concentrating on the heels”. 

This reliance on visuals was not unusual for our co-designers, as 
many of them had already integrated images into their daily rou-
tines. In Workshop 1, the importance of visuals over sound quickly 
emerged. co-designers emphasised how crucial visual cues were 
in helping them understand and orient themselves, particularly in 
unfamiliar settings. “I will always look at the screen and the signs,” 
Ethan noted when discussing the role of visuals in public trans-
port. Ethan, in particular, was insistent about their signifcance, 
cutting in to say, “I always look for visuals. Otherwise, I won’t un-
derstand. I sit and look around. If I went to Paris, I would be lost.”. 
For some, the visuals were even more central to communication. 
Two co-designers relied on written notes and sketches to express 
themselves. Vanessa, for instance, often communicated by writing 
or drawing, using these methods to ask questions or seek confr-
mation. Visuals, for these individuals, were not just supplementary 
but vital for making meaning. 

5.2.2 Interactive Multimodal Integration. While our accessible con-
tent – such as summaries, captioning, and transcripts – has un-
doubtedly expanded access, co-designers expressed a clear need for 
voice read-outs (text-to-speech) to further enhance their experience. 
This was particularly emphasised by Eliot, who, in Workshop 2, 
shared his struggle with co-occurring post-stroke visual impair-
ment. Battling oscillopsia – a condition resulting from an aneurysm– 
Eliot described his difculty reading, as everything appears doubled 
and distorted, with images, words, and everyday objects jiggling in 
front of him. As we discussed the BBC Sounds app and its existing 
program summaries, Eliot pointed out that while these summaries 
and transcripts augmented audio content, they were not necessarily 
accessible to him. This observation became a pivotal moment in 
the discussion, as Eliot’s idea – despite his absence from the fol-
lowing four workshops – resonated with the group. His request 
for a text-to-speech feature reappeared throughout the sessions, 
with others frequently recalling his need and incorporating it into 
the conversation around technology probes. In discussion of these 
Simplico’s and IncluScribe’s features three diferent alternatives 
and directions emerged. 

First, the introduction of voice read-outs in Workshop 3, later 
reinforced during the presentation of Simplico in Workshop 6, high-
lighted the crucial importance of speech quality and the variety of 
presenters’ voices. This feedback highlighted the nuanced prefer-
ences of our co-designers, with three of them emphasising that the 
choice of voice was important. They expressed a strong preference 
for familiar presenters whose voices they found to be not only allur-
ing and accessible but also consistent with their existing listening 
habits. This preference highlights a gendered and branded response 
to the feature, where the voice becomes part of the trusted radio 
experience. For instance, when the Simplico in Workshop 3 intro-
duced a synthetic voice to read out summaries or captions, caused 
confusion at frst. They found the synthetic voice to be undesirable 
and out of sync “disattaching” (Nick) them from the established 
tempo and quality of the radio presenters they listened to “Because 
if you are listening to a play, you don’t want to interrupt the fow of 
the play” (Nancy). While being aware that it might not be easy to 

mimic the same voice they were ready to make trade-ofs Adam: 
“If the voice was similar, it would make more sense, it would join the 
two together, as opposed of having a big split”. However, others did 
recognise the importance of voice quality as they struggled with 
accents and what they called mispronunciations, an important for 
their everyday understanding of the speech content “It annoys me, 
the pronunciation, it is difcult. Even the American English can be a 
problem. I wouldn’t understand”. 

Secondly, an interesting suggestion emerged from Workshop 1 
and 2. Despite most co-designers reporting no signifcant auditory 
impairments, many highlighted difculties in recognising certain 
speech sounds or localising them. For instance, in Workshop 1, 
Ethan shared his struggle with understanding speech sounds: “(Re-
searcher): Radio can be hard for you? (Ethan): Yes, hard to understand 
words sometimes.” In Workshop 2, Eliot initiated a conversation 
about the challenge of localising sounds: “(Researcher): So, you fnd 
it hard to localise, to fgure out where it’s coming from? (Eliot): Yes, I 
can hear but don’t know where.” These discussions led to refections 
on the potential benefts of ofering alternative voices – reinforc-
ing the importance of audio quality and providing options for a 
plurality of voices. While the synthetic voice was mainly criticised 
for its separation from the actual voice it was still interesting as 
an alternative as long as it met certain requirements “Punctuation, 
there were not full stops, it was too fast and too artifcial”. 

Finally, an intriguing alternative emerged during Workshop 6, 
while discussing Simplico and IncluScribe, both of which featured 
options for simplifcation and summarisation. The idea of training 
their own voice to read out summaries, aligning with their internal 
voice. This concept was sparked by a conversation about the po-
tential of generative AI to enable such personalisation – ofering a 
more tailored and intimate listening experience that co-designers 
had not previously considered. The possibility of hearing familiar 
voices, particularly their own, was viewed as a way to bridge the 
gap between the auditory experience and personal identity, creating 
a more resonant and meaningful interaction with the content. 

5.3 Cognitive and Semantic Support 
In this section, we will focus on the cognitive and linguistic strate-
gies that make audio-media more accessible for people with aphasia. 
We will examine how techniques like language simplifcation, key-
word generation, and semantic precision reduce cognitive load and 
enhance understanding. By ofering clear, relatable language and 
allowing for active engagement, these supports enabled our co-
designers to grasp complex concepts and interact with content in a 
way that is both meaningful and tailored to their individual needs. 

5.3.1 Simplification and Semantic Precision. Simplico’s feature of 
audio simplifcation and keyword generation invoked a thoughtful 
discussion about the signifcance of providing efective cues. Among 
our group, those with more pronounced anomia (difculty with 
word fnding) emphasised the importance of carefully reconsidering 
the type of keywords, the level of associative language, and the 
structure and degree of simplifcation. 

In Workshop 4, the initial discussion around summarisation 
and keyword selection sparked excitement among co-designers 
who saw great potential in Simplico. However, the enthusiasm 
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shifted in Workshop 6 with co-designer’s being drawn to the lay-
ered simplifcation (i.e., a summary of 100 words, a summary of 
20 words, a 1-sentence summary and fnally the list of keywords) 
overshadowing keyword selection. Most people have not seen the 
advantage beyond a reminder due to short-memory retrieval issues. 
Chris saw this more as a reminder of “going back yourself and you 
want to remember”. While simplifcation earned more praise, the 
keyword feature’s functional value was seen only in terms of asso-
ciative and relational language. In everyday media language, many 
co-designers found that standardised speech metrics and abstract 
concepts, such as those used in informative programs like the news, 
often felt disconnected from their lived experiences and language 
use. Chris highlighted the challenge of grasping abstract notions, 
using examples like ‘100 yards’ and suggested that relational and 
associative language, paired with well-chosen keywords, could be 
more helpful – “Just tell me how many bus stops”. 

While Simplico probe included a simplifcation of recently heard 
content by shortening the sentences and removing the transcript 
complexity, co-designers expressed the need for precision and 
thoughtful word choice. Nancy cautioned against oversimplifca-
tion, highlighting the potential for added confusion “It’s a book. It’s 
a pen. It’s a table and the brain thinks, oh, that’s really good. We’ve 
got the bread, but it makes an enormous amount of diference if it’s 
over or under or before or after. This is what I fnd difcult, and a 
lot of people with aphasia fnd difcult. The little words. The just 
the keyword, just the noun wouldn’t be that helpful, I don’t think. 
What others think?”. This then begun a deeper discussion about the 
balance between simplifying content and maintaining clarity. For 
Chris and Nathan keywords on their own, without more context, 
and with no syntactic linkage were difcult to understand prior to 
listening to any type of radio program “Everything for me would 
just be a line of words” (Chris). 

5.3.2 Contextual Clarity and Priming. People with aphasia in our 
group often experienced a profound gap between hearing and un-
derstanding, where the words they heard did not easily translate 
into comprehension. This challenge was particularly acute in the 
early months after a stroke, when sounds that once made sense 
became elusive and fragmented. For our co-designers, the act of lis-
tening transformed into an exercise in deciphering – a process that 
demanded not just the reception of sound but a careful reconstruc-
tion of meaning. This reconstruction was often piecemeal, relying 
on fragments of speech to piece together a coherent understand-
ing of the radio program. For instance, when listening to airport 
announcements as an example from Workshop 1, Joely described 
how catching just a single word – often one that might be difcult 
to discern even for typical listeners – became a critical starting 
point for understanding. This isolated word served as an anchor, 
allowing Joely to connect it to the broader context and gradually 
piece together the intended message. 

Researcher: “Do you understand what they said and 
what is happening here? [The researcher played the 
sound of an airport announcement]” Joely: “Boarding.” 
Researcher: “Yes. Boarding ... [nodded encouragingly 
and widened their eyes, signalling Joely to continue]” 
Joely: “Airport. Researcher: “Yes. This is an airport 

announcement? Is this typical of how you sometimes 
understand sound announcements? [...]” 

This approach to managing communication has naturally ex-
tended to how people with aphasia engage with radio and other 
audio-media. The need to reduce cognitive load during listening 
initiated discussions about the importance of contextual priming 
before interacting with content. Nancy, for example, expressed a 
strong preference for understanding the context of a book or pro-
gram before engaging with it: “I would prefer...like in the back of the 
book, somebody could tell you what it’s about.”. Chris had a similar 
observation in Workshop 2. This desire for a preliminary overview 
refects a broader need for support in processing auditory informa-
tion, ensuring that listening is not overwhelming but rather a more 
manageable and enriching experience. 

The ideas for interventions varied among co-designers. Nathan, 
for instance, emphasised the importance of content simplifcation, 
while also valuing contextual priming: “So I would prefer that in-
stead of telling me which actors in there, because I’m not seeing them, 
I’m just hearing voices.” On the other hand, Nancy expressed a 
strong preference for knowing more about the host, their guests, 
and even a brief biography, suggesting that this additional context 
would further enrich the listening experience. These difering pref-
erences highlight the nuanced and individualised needs of people 
with aphasia, emphasising the importance of tailored approaches 
to audio-media accessibility. While most of the podcast episodes 
they listened to on BBC Sounds app were already showing program 
summaries and host names they felt this was not truly accessible in 
terms of its visual appearance and detail of information (either sim-
plifed or providing more contextual elements like specifc themes, 
a linear sequencing of events etc.). 

5.4 Embodied Audio Experience: Emotional and 
Social Integration 

We now delineate the profound emotional and social dimensions 
of audio-media for people with aphasia, revealing its role as more 
than just a medium of consumption. We will explore how radio 
and podcasts serve as sanctuaries, ofering comfort, connection, 
and a sense of belonging. Through these refections, we will illus-
trate how audio-media weaves into the very fabric of their daily 
lives, supporting not only their cognitive engagement but also their 
emotional well-being and social identity. 

5.4.1 Increasing Communicative Capital. For people with aphasia, 
the recovery journey was deeply intertwined with speech and lan-
guage therapy, a cornerstone in the development of expressive and 
receptive language skills. It was not uncommon for them to view 
everyday occurrences through the lens of SLT, where even the act 
of listening to the radio or podcasts became part of a broader thera-
peutic regime, aligned with the language discipline they navigated 
daily. However, this connection extended beyond mere therapy. 
Most of our co-designers changed their approach to communica-
tion deepening their appreciation for the nuances of language. “I 
became more sensitive to the conversation that actors had with each 
other since I had my stroke. I think I became more conscious of the 
way people speak, and the way people use words now. The way people 
put words together. I didn’t take it for granted anymore.”. To this end, 
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co-designers channelled their language discipline into envisioning 
a variety of radio features that would extend their engagement with 
the language. They imagined a radio that not only entertained but 
also fostered continued language development, incorporating ideas 
such as language quizzes, voice notes, a ‘word of the day’ segments, 
and read-along formats. These features were envisioned as a way 
to seamlessly integrate the rigour of their language journey into 
their daily media experience, making the radio not just a source of 
respite, but a tool for ongoing linguistic growth. 

However, this embrace of language discipline was not without its 
tensions. Some co-designers expressed a clear desire to escape the 
relentless pressure of language use, revealing an internal confict 
between the drive to improve and the need to take a break from 
the weights of everyday language demands. Two co-designers, in 
particular, display a reluctance to fully embrace the expectation of 
perfect language use. One co-designer refected, “Before I was living 
with aphasia, I didn’t understand every word being said to me. Now I 
think we have a sort of cultural perfection. It is very important that 
we understand every word and any word has the signifcance because 
we’ve lost our speech.”. 

Co-designers in our study began to envision new formats, looks 
and tactile experiences that could better their needs. One idea was 
the concept of radio that could print a receipt – essentially a punch 
card that captures the key points of a radio episode. As some of 
our co-designers carry around such cards/notes they envisioned 
this printed summary to serve as a conversation starter, a tangible 
artefact that bridges the gap between the auditory experience and 
everyday interactions. Nathan expressed enthusiasm for this “It 
could be in. Yeah, you could say, ’I was listening to a good radio 
program, but here is the summary.’”. The researcher then suggested 
“Almost like a card deck that you sometimes use?” to which Nathan 
responded with clear excitement, “That would be good.”. 

This internal struggle was further illustrated by Chris, who as-
serted, “I cheat at everything. No, it’s like if I can’t say a word, I go 
to my phone and Google. And I’ll say to Google, I’ll write the word 
and it would say, oh, OK, that’s how you say it.” In response, Nancy 
reassured them, “That is not cheating, that is sensible.” Yet, Nancy 
also acknowledged the exhausting burden of constantly navigating 
these linguistic challenges, adding, “When I come up to a word, and 
I have difculty pronouncing or fnding it, in a split second, I will 
substitute, but this is exhausting, especially for people with aphasia, 
all the time.” 

These refections bring to light the dual nature of language recov-
ery for people with aphasia – where the desire to design language-
related audio-media features coexists with the very real need to 
ease the strain of constant linguistic efort and suggest accessibility 
(section on accessibility) when communication breakdowns ensue. 

5.4.2 The Role of Audio-media as Respite and Escape. A theme that 
emerged from four co-designers was the use of media as a form of 
respite. For instance, Ethan’s relationship with media was comfort-
ing, a form of a respite from the burden of everyday communication. 
The pressure to use language, even to converse with family mem-
bers, children, and his speech therapist became overwhelming and 
expected – “I can’t remember much anyway, but what I do remember 
is kind of needed the TV. Hmm, because I couldn’t, my walk wasn’t 
great. And so being around TV was kind of bond. And the children 

always want to talk”. Chris and Nathan shared a similar sentiment. 
Under the pressure of rehabilitation, time spent in a hospital, and 
hard recovery work ahead, they sought respite wanting to connect 
to the outer world and familiar things “Hearing familiar voices was 
important” (Chris). For Nancy her portable radio was so important 
that she let her family know “I drew it, drew it. I couldn’t speak, I 
drew my radio. I said please bring this. Radio four was an enormous 
comfort for me”. 

Beside respite people also felt a need to design for a place of 
sanctuary. Just after stroke people faced a deep sense of disorien-
tation, loss of self, and a time of profound adjustment, as echoed 
by all “I am 14 years old. It has been 14 years since my stroke, and I 
had to learn to read and write like in school” (Chris). As the stroke 
had altered their physical disabilities people emphasised the im-
portance of situating audio-media within a context where they felt 
most vulnerable. The hospital, surfaced the conversation the most, 
as a place that could play a crucial role in ofering connection and 
sense of belongingness, especially in Workshop 5 “Hospital is very 
isolating and very frightening” (Nancy). 

‘Truth’ was an important overarching theme and a concern, 
envisioning a community-led radio that forms a discourse around 
accurate, reliable and comforting information “Telling as it is, should 
be the name of the radio initiative” (Sava). Further, agency and iden-
tity was discussed as a need to create content that will help early 
stroke patients to accept who they are and their new self “A strange 
voice coming out of your mouth. You do not sound the same” (Nathan) 
and “That strange voice” (Joely), as Chris confrms “it simply does 
not come out”. People considered other design arrangements – reluc-
tance to create audio content that gives advice and provide a more 
positive recovery lens. Sava suggested a “a collection of voices and 
stories” to foreground diversity and “tips of living well”. Many ideas 
were suggested but not entirely polished acknowledging the efort 
and complexity of the matter “You are lying in your bed, someone 
comes and gives this little box and says, you know, turn it on. How do 
you process that, where do you take that. Where do I take that, you are 
never going to get cured, where?”. Nick continues “You do an upbeat. 
As Chris was saying, you have to be honest. I guarantee you will 
get better, you won’t come to where you were”. Other design themes 
and frictions emerged; Nick placed a value on a physical access to 
audio-media – “You can listen to radio from any position” while Sava 
“would rather take a fyer”. This led to thinking about simplifcation 
and tangible elements “You can just have preset buttons, 1,2,3,4” and 
importance of audio content over fyers “I would just like to hear a 
comforting voice”. It was important to acknowledge peoples’ fears 
of the possibility of having another stroke. While Sava saw little 
value of a hospital radio she changed her sentiment throughout 
the Workshop 5 making a parallel with a reason to come to the 
charity confrming a sense of belongingness that radio initiative 
should embody “That’s one of the things that made me sign up to 
come here was the fear that I might have another stroke” and as Chris 
added “It is just like coming to this group, knowing other people who’s 
got aphasia”. This exploration highlighted how audio-media, when 
thoughtfully integrated into these various contexts, could serve as 
a sanctuary, providing both solace and a sense of community in 
spaces where it is most needed. 
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6 Discussion 
In envisioning their audio-media futures, people with aphasia saw 
audio-media as a profound, multifaceted entity intertwined with 
their lives. Beyond enabling comprehension, co-designers recog-
nised audio-media’s deeper roles in shaping social connections, 
intellectual engagement, and emotional well-being. For them, audio-
media was less about passive consumption and more about an active, 
layered process requiring attention, interpretation, and memory. 
Their vision included transformative possibilities: radio as a sanc-
tuary, content creation as empowerment, and a medium bridging 
fuent and disfuent speech. They imagined an audio landscape 
enriched by personal experiences, embracing the complexity of 
their interaction with sound and redefning accessibility as inclu-
sion and connection. This is signifcant for HCI, where audio in-
terventions have often been limited to context-aware systems or 
recommender tools promoting specifc content. Our fndings ofer 
a broader, human-centered perspective, reimagining audio-media 
as an inclusive, transformative space. 

6.1 Multi-representational Integration 
Hearing perception is a unitary and holistic phenomenon [58], 
where listening engages more than just the auditory sense. Our 
fndings reveal that people with aphasia frequently mobilise mul-
tiple senses to interpret and make sense of the world – i.e., us-
ing visual semantic cues such as changing the seating position 
(e.g., Ethan). These adaptive strategies highlight the interplay of 
sensory modalities in navigating their everyday experiences. Our 
study reveals that small, thoughtful accessibility interventions can 
greatly enhance audio consumption, demonstrating the power of 
subtle modality adjustments to create meaningful impact, partic-
ularly through multi-representational integration [1]. We call for 
increased attention to other modalities that can enhance audio-only 
formats ofering interesting proposals for future research. 

Our fndings show that people with aphasia value visual augmen-
tation, yet much of the existing research on visual-graphic support 
for people with aphasia has been conducted in clinical settings (i.e., 
speech-language therapy) [17]. These settings often prioritise rapid 
comprehension and conversation continuity, sometimes requiring 
individuals to extract key information under time constraints. In 
contrast, the listening contexts explored in our study prioritise com-
prehension and engagement, free from the pressure to articulate 
and/or identify objects. 

Discussing IncluScribe’s features has revealed that people with 
aphasia are sensitive to language discrepancies, particularly regard-
ing the precision and clarity of visual cues accompanying the audio 
content. For example, discussions about image selection sparked a 
debate among the group members, emphasising the importance of 
maximising visual accuracy and the option to choose between im-
ages and/or icons for people with aphasia [55]. While co-designers 
recognised the value of image production and representation, it re-
mains unclear how these factors infuence auditory comprehension 
over extended periods in solitary settings (e.g., at home rather than 
in a group). Furthermore, questions persist regarding the timing of 
visual interventions, their sustained efectiveness, and the impact 
of image quality. A key limitation of this study is the unexplored 

risk of inaccurate AI-generated content, presenting an opportu-
nity for future research to assess its impact on comprehension and 
strategies for mitigating misrepresentation. 

Enhancing audio can also ofer signifcant potential. Research 
on auditory comprehension, particularly the processing of con-
nected speech in aphasia, is sparse [92]. While treatments targeting 
language stimulation or cognitive components like attention and 
memory show promise [92], many individuals report challenges 
navigating poor acoustic environments [74], a fnding echoed in 
our study. For example, Eliot, a co-designer with severe aphasia 
and vision impairment, highlighted the transformative potential of 
personalised audio enhancements as an additional layer for audio 
comprehension. Enhancing acoustic features in radio and podcasts, 
however, is no simple task. Segregating music, speech, and non-
verbal sounds remains technically challenging [9]. Object-based 
audio (OBA), which attaches metadata to audio for adaptive play-
back, ofers a promising solution [93], enabling personalisation 
through adjustments like speech-to-noise ratios and spatial separa-
tion [95]. While OBA has improved accessibility for hard-of-hearing 
audiences [86], its integration within the audio-only platforms in 
combination with visual accessibility tools remains unexplored. 
These innovations introduce tensions between personalisation and 
artistic vision. Dynamic modifcations, such as appending visual 
or audio enhancements, risk distorting the original intent of the 
media. Misrepresentations or ‘hallucinations’ could emerge, reshap-
ing how listeners interpret the content, potentially undermining 
the creative message. Balancing accessibility with fdelity to the 
media’s artistic integrity remains a signifcant challenge. 

Additionally, care must be taken with multiple representations; 
more is not always better [61]. Our study shows that while these 
visual representations can take many forms, their value lies in their 
contextual relevance. For instance, on a train, a simple visual rep-
resentation might sufce (e.g. Chris - highlighting), while in other 
settings, mind maps might prove useful (e.g., Nancy). However, the 
circumstances under which these tools are most efective remain 
unclear. Future work should explore how best to align visual repre-
sentations with specifc audio contexts and genres. A table might 
ofer precise readability, a phase plot could enhance perceptual 
inference [1] or mind maps might provide a more intuitive grasp 
of sequential storytelling (i.e., Nancy’s personal experience). 

When ofering diferent formats of engagement with audio-only 
media, it is also crucial to question whether multi-representational 
formats and visual radio/podcasting are meaningful or risk disrupt-
ing deep-rooted cultural habits tied to traditional radio listening. 
The culture of listening, shaped by loyalty to specifc presenters 
and familiar auditory routines, plays a pivotal role in tailoring fu-
ture use. Our co-designers exemplifed the importance of these 
habits, emphasising their attachment to long-established radio tra-
ditions [12, 13], and yet they have also hinted on the rising trend 
to consume audio-only formats diferently. 

Conventional radio, alongside its extensions like podcasts, radio-
on-demand, and long formats (e.g., audio dramas and audiobooks), 
is reshaping audio-media interaction [19]. While audio-media has 
historically been tied to a passive listening culture-ofering sen-
sory relief and ambient engagement [38]-a shift toward integrating 
visual elements is emerging, aimed at boosting brand awareness 
and creating immersive experiences [13, 50]. Innovative features 
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like the German radio station SWR3’s smart rewinds and vertical 
timeshift scales illustrate how younger audiences are embracing 
interactive controls, mirroring second screen trends in audiovisual 
media consumption [64, 78]. This evolution aligns with practices 
like temporal dilation, where platforms like Netfix manipulate the 
perception of time through binge-watching, challenging traditional 
linear media norms [18, 26]. For people with aphasia, these visual 
integrations add cognitive efort but also foster new opportunities 
for engagement. co-designers demonstrated a readiness to embrace 
such changes, refecting a broader shift in listening habits, even 
among older audiences [5]. Balancing these innovations with the 
accessibility and cultural heritage of audio-media remains a key 
design challenge. 

6.2 Reformatting and Reducing Cognitive Load 
The co-designers frequently emphasised how cognitive load and 
auditory fatigue complicate comprehension. While the challenge of 
understanding words and phonemes is well-documented in apha-
sia, it is far from the only factor at play. While we can highlight 
a distinction between language and reasoning [91], the disrupted 
language faculties can still increase the efort required from other 
cognitive functions, such as attention and memory. This heightened 
demand often leads to overwhelm and fatigue, particularly afecting 
short-term memory, as co-designers repeatedly noted. Many re-
ported the need to re-engage with the same content multiple times, 
refecting the cumulative toll of processing disruptions on compre-
hension. For designers, this underscores the critical need to create 
accessible interventions that are sensitive to the cognitive load of 
auditory comprehension. While visual cues can make sounds and 
audio listening more visible, transparent, and graspable, they can 
also impose cognitive strain [61]. Equally important is ensuring that 
the audio content and sounds from such media remain predictable, 
reducing uncertainty and supporting ease of comprehension. In 
this context, temporal accessibility emerges as a promising alter-
native. For example, segmenting content into smaller, manageable 
units provides a practical solution, reducing cognitive strain and 
enhancing the user’s ability to process information efectively. 

Exploring AccioBook with the charity’s group revealed promis-
ing avenues for future research. While our segmentation approach 
allowed co-designers to isolate speech sounds and reorient their 
attention in long, spoken dialogues, feedback indicated a desire for 
more advanced control beyond sentence-by-sentence segmentation. 
co-designers frequently used repetition to revisit audio, suggesting 
a need for annotated language complexity to enhance usability. 
Emerging techniques, such as intuitive audio segmentation inter-
faces [90], could streamline this process, reducing cognitive efort. 
Future work should prioritise designing user-friendly, efcient tools 
that enable people with aphasia to navigate long spoken dialogues 
efortlessly. The trade-ofs between information retention and seg-
mentation require attention. As co-designers noted, working mem-
ory challenges [60] often complicate their ability to balance pauses 
and continuity in extended audio content. 

The use of Simplico highlighted another efective strategy. co-
designers valued its hierarchical summarisation feature, which 

distilled long dialogues into simplifed content paired with con-
cise keywords. Future research could explore alternative strate-
gies, such as starting with high-level summaries that progressively 
expand into more detailed layers [51], ofering greater fexibility 
in engaging with complex content. Moreover, the precision and 
representation of keywords remain a critical area for investiga-
tion, particularly in contexts like podcast browsing and keyword 
searches [76]. Understanding how relational language and keyword 
selection infuence accessibility could unlock new opportunities for 
intuitive content navigation tailored to the needs of people with 
aphasia. A signifcant efort by our co-designers has also been put 
to emphasise pre-understanding, familiarity and pre-training to 
consume the audio-content through content summarisation or any 
technique that can help to understand content prior to listening to 
reduce the cognitive load. However, the nature of familiarisation 
and pre-training remains to be explored-could it involve central 
topical concepts as focal objects, a simplifed temporal plot to an-
chor understanding, or merely naming and briefy explaining key 
elements as they appear. Additionally, future work should assess 
generative AI’s efectiveness not just in refning image precision but 
in ensuring linguistic clarity, particularly where precise language 
is key to comprehension. 

Our fndings show that gauging language precision, cognitive 
efort and post-audio refection for people with complex needs war-
rants more research. Current audiovisual studies show a tendency 
to invest little efort via select and settle consumer behaviour [37]. 
However, our study shows that people with aphasia do not shy 
away from the laborious work of audio comprehension. Liang et al. 
[52] show high investment in setting specifc goals to recommend 
audio content. However, recommending audio content is diferent to 
explicit goal-setting systems and future research should explore the 
thresholds of the cognitive efort investments as many people in our 
study reported fatigue and tiredness after exposure to long-stream 
of audio content to understand articulate or understand speech (i.e., 
the weight of substitution reported by our co-designers). Further-
more, this opens an avenue for a in-depth exploration of a more 
systematic execution and realistic scenario of home (in-the-wild) 
long-term deployment. 

Distinguishing between interventions integrated in synchrony 
with the content and those applied before or after listening emerged 
as a key consideration for our group. However, achieving seamless 
interaction requires deeper exploration. While early indications 
suggest the value of these interventions, their precise implementa-
tion and future potential remain unclear. The co-designers showed 
a preference for post-listening engagement, and investing efort 
to process and understand content. However, this raises a trade-
of: temporal interventions, like synchronised summaries, can help 
ofoad cognitive efort but may also introduce a split-attention ef-
fect [88], increasing cognitive demands by creating multiple access 
points. Striking a balance is crucial, as the efort required to enhance 
understanding could inadvertently impose additional strain. This 
delicate interplay underscores the need for thoughtful, user-centred 
design. 
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6.3 Collective Response to Audio-media 
Accessibility 

Our study highlights the importance of broadening the scope of 
design interventions. Enhancing and reformatting content are in-
trinsically tied to the quality and representation of audio-media. 
While our probes leveraged automated speech recognition (ASR), 
this technology presents challenges, including noise and inaccu-
racies. Integrating metadata can improve ASR performance [44], 
ofering a viable pathway to accessibility. Future strategies should 
focus on equipping creators with guidelines to enrich audio-media 
(e.g., title, keywords, accessible transcripts) , making it more acces-
sible and inclusive. 

Our study illustrates the importance of designing for early stroke 
experiences and the role that audio-media could play in shaping 
the identity, fostering a sense of belongingness, managing emo-
tions, false expectations, lack of information, and need for personal 
expression and adaptation of people with aphasia, an important 
considerations brought up by people with aphasia. For instance, 
Nancy’s early stroke experiences illustrate this, as she expressed a 
deep desire for her portable radio while bedridden. She emphasised 
the challenge of making radio accessible for those confned to bed, 
in hospitals – often overwhelmed by audiovisual and medical infor-
mation, or being afected by physical disabilities – yet still yearning 
for connection to the outside world. Baker et al. [6] emphasise the 
need for interventions that target sensory communication difcul-
ties, participation in everyday activities, and in particular, a social 
support during recovery. Co-designers in our study echoed this by 
proposing a community-led radio initiative [24] to address these 
needs, much like the digital companions designed for cardiac pa-
tients to provide tailored information [42]. Future research should 
explore the potential for people with aphasia to create or curate 
aphasia-friendly content that addresses language loss, identity re-
construction, and the challenge of overwhelming stroke-related 
information. 

7 Conclusion 
Our study with people living with aphasia advocates for inter-
ventions that not only reimagine new accessible audio-media ex-
periences but also establish standardised layers of accessibility – 
such as captioning, transcription, and other essential visual aids. 
While we take a broad approach to envision audio-media in its 
totality, our study opens up several exciting research directions. As 
new media formats emerge,longstanding accessibility challenges 
persist, requiring thoughtful solutions tailored to diverse listening 
contexts -whether live, on-demand, or genre-specifc. The four tech-
nology probes in this study served as a testbed for assessing new 
accessibility features, contributing to a deeper understanding of 
accessibility needs, experiences, and barriers, exploring new roles 
for audio media, and generating design implications that reimagine 
audio-media technologies to foster more meaningful and inclusive 
auditory experiences. 
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Appendix 

Table 2: Table that shows the main goals and takeaways of the six workshops. 

Workshop Main Goal Session Takeaways 
Agenda 

1: Understanding 
Needs 

Exploring auditory comprehension and processing 
challenges through experiential inquiry to uncover 
diverse needs and strategies for navigating accessible 

Major Themes/Takeaways: 
Diversity in auditory needs: Highlighted varied challenges in processing sounds, including auditory 
fatigue and difculty localizing or interpreting sounds. 

audio content. Compensatory strategies: co-designers use alternative methods like repositioning or combining 
sensory inputs to navigate auditory content. 
Agenda for Workshop 2: 
Exploring listening contexts and preferences: Investigate daily listening habits (e.g., devices, environ-
ments, formats like podcasts or radio). 
Assessing technological barriers: Understand how current platforms support or hinder accessibility 
in audio-media. 
Evaluating audio format relevance: Discuss how diferent formats (live radio, on-demand, or hybrid) 
meet user needs. 

2: Understanding 
Context 

Exploring the relevance of radio in co-designers’ lives, 
understanding typologies of devices and platforms 

Contextual Listening: Examined how auditory comprehension unfolds in real-world interactions 
with audio-media, including strategies co-designers with aphasia use to correct or adapt their 

used for audio consumption, and assessing the listening practices. 
perceived value of accessible audio-media Real-Life Barriers: First instances of challenges tied to accessibility, such as difculties for visually 
experiences. impaired co-designers navigating graphics within audio apps. 

Initial Future Directions: Began identifying potential amendments for group sessions to address 
these challenges more efectively and incorporate early ideas for improving accessibility. 

3: Envisioning 
Audio Futures 

Co-envisioning accessible audio-media futures by 
exploring ‘what if’ scenarios to creatively address 

Community Radio: Emphasis on fostering community connection through shared, user-generated 
stories, and tailored, aphasia-friendly programming. 

barriers, foster imagination, and identify design 
opportunities for inclusive interventions. 

Playful Radio: Incorporating engaging and entertaining features such as quizzes and interactive 
content to encourage participation and enjoyment. 
Caring Radio: Creating content that supports emotional well-being, with elements like soothing 
voice control and calming or ‘healing’ radio experiences. 
Tailored Accessibility Features: Exploring recommendations for slow speech, rewinds, and pauses to 
accommodate diverse user needs. 
Communication-Friendly Design: Prioritising simplicity, summaries, and hosting features to make 
radio content accessible for people with aphasia. 

4: Critiquing 
Audio 

To use exemplary probes as concrete, in-situ prompts 
for exploring specifc accessibility requirements in 

Personalisation is Key: co-designers valued interventions that allow for customisation, such as 
selecting image types (symbols, cartoons, emojis) and tailoring playback features (e.g., time-tagging, 

Intervention greater depth, refning abstract ideas into tangible ‘where you left of’). 
Probes and interventions, and setting a collaborative agenda for Multimodal Access: Visual representations alongside audio content are critical, especially during 
envisioning advancing accessible radio content moments of linguistic struggle, to aid comprehension and reduce cognitive load. 
audible 
accessibility 

Memory Support: Tools for repetition, playback, and transcription play a signifcant role in bridging 
short-term and long-term memory, facilitating better retention. 
Engagement and Motivation: Afective aids, like quizzes or playful interactions, were seen as highly 
motivating and aligned with group preferences. 
Pacing Content: Slowing down audio content or introducing tools to control its pace was universally 
appreciated. 

5: Designing 
Audio 

To design community-driven audio experiences by 
engaging co-designers with a low-fdelity radio 

Afordable Accessibility: Emphasised the need for low-cost, practical interventions to make accessible 
media widely available. 

Experiences mockup, capturing their ideas for content curation, 
and envisioning new formats and features for 

Bridging Gaps with Media: Highlighted the role of media in addressing information gaps and 
supporting individuals in navigating aphasia-related challenges. 

inclusive and accessible radio. Emotional Comfort and Identity Support: Recognised the value of familiar voices, personalised 
content, and stigma-reducing narratives to rebuild identity and provide emotional reassurance. 
Aphasia-Friendly Content: Identifed the importance of curating programs tailored for people with 
aphasia, including motivational tools, coping strategies, and actionable tips. 

6: Refecting on 
Finalised 

To refect on the insights and interventions developed 
throughout the workshops, refne key design 

Analysis and Synthesis of Findings: Consolidate insights and feedback gathered throughout the 
workshops into actionable themes and design principles. 

Accessible 
Recommendation 

principles for accessible audio-media, and 
collaboratively prioritise actionable goals for future 

Presentation to the Group: Share synthesised fndings with co-designers to collaboratively decide on 
future directions. 

co-design eforts and implementation Focus on “In the Wild” Studies: Plan for next steps involving real-world testing and application of 
the developed interventions to validate their practicality and impact. 


	Abstract
	1 Introduction
	2 Foregrounding Accessible Audiovisual Media Research in HCI
	2.1 Audio-media Accessibility
	2.2 Designing with People with Aphasia

	3 Methodology
	3.1 Research-through-Design
	3.2 Overview of the Workshop Sessions Guided by Research-through-Design
	3.3 Co-Designers
	3.4 Data Analysis

	4 Resulting Technology Probes
	5 Findings
	5.1 Temporal Audio Access
	5.2 Multimodal Enhancements
	5.3 Cognitive and Semantic Support
	5.4 Embodied Audio Experience: Emotional and Social Integration

	6 Discussion
	6.1 Multi-representational Integration
	6.2 Reformatting and Reducing Cognitive Load
	6.3 Collective Response to Audio-media Accessibility

	7 Conclusion
	Acknowledgments
	References



